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Exploration of the human genome presents new challenges and opportunities for epidemiological research. Although the case-control design is quicker and cheaper for study of associations between genotype and risk of disease than the cohort design, cohort studies have been recommended because they can be used to study gene-environment interactions. Although the scientific relevance of statistical interaction is pertinent, the main disadvantage of the case-control design—susceptibility to bias when estimating effects of exposures that are measured retrospectively—does not necessarily apply when studying statistical interaction between genotype and environmental exposure. Because correctly designed genetic association studies are equivalent to randomised comparisons between genotypes, conclusions about cause can be drawn from genetic associations even when the risk ratio is modest. For adequate statistical power to detect such modest risk ratios, the case-control design is more feasible than the cohort design.

A key objective of research in human genetics is to advance knowledge of how genetic and environmental factors combine to cause disease. New opportunities for epidemiology have been heralded: for example, Shpilberg and colleagues stated that “The sequencing of the human genome offers the greatest opportunity for epidemiology since John Snow discovered the Broad Street pump”. To take advantage of these opportunities, several countries are establishing collections of DNA samples with data on clinical outcome. In the UK, a cohort study of 500 000 individuals over 10 years is planned. In this report, we review the basis for the new optimism, and examine the methodological issues that arise in the design of epidemiological studies based on DNA collections, with emphasis on the choice between cohort and case-control designs.

One of the main contributions of epidemiology to research methods has been the development of the case-control design for study of effects of exposures—defined broadly to include behaviours and physiological measurements—on risk. This study design is based on the principle that any risk ratio that can be estimated in a cohort study can also be estimated in a case-control study. With a case-control study, more precise characterisation of outcomes is possible than would be feasible with a cohort design; for instance, in a case-control study of stroke, investigators can ensure that all cases are scanned to distinguish haemorrhagic from ischaemic strokes. With a given outlay of resources, far greater statistical power to detect associations can be achieved with a case-control design than with a cohort design. As we shall see later, this is of great importance in genetic epidemiology.

In both case-control and cohort studies, measurement of exposures such as diet is subject to error. The main disadvantage of case-control studies, compared with cohort studies, is that these measurement errors can differ systematically between cases and controls. This difference can give misleading results. For example, if people diagnosed with cancer recall their past dietary fat intake differently from controls, estimates of the association between dietary fat and cancer will be biased. Because this problem does not arise in measurement of genotype, the case-control design is the method of choice when the objective is simply to study associations between genotype and disease risk.

The rationale for setting up cohort studies of genetic effects on disease risk is based on the argument that, because cohort studies can measure environmental exposures before disease onset, they are better than the case-control design for study of gene-environment interactions. Study of such interactions is thought to make detection of genes that influence disease risk easier, to allow individuals at high risk to be identified for targeted intervention, and to advance understanding of biological pathways leading to disease.

To question the emphasis on gene-environment interaction might seem perverse, since disease clearly arises from the interplay of these factors. However, advocates of this approach seldom define what they mean by “interaction”. Despite current enthusiasm for study of gene-environment interactions, the closely related issue of how to define and interpret interaction between environmental factors remains unresolved after two decades of debate. Similar difficulties arise in the study of interaction between genes (epistasis). The scientific value of focusing on gene-environment interactions has not been established, and in any case, the technical advantages of cohort studies over case-control studies in detection of statistical interactions between genetic and environmental effects are less clear than has been assumed. We suggest that epidemiologists should focus instead on use of genetic associations to test hypotheses about causal pathways amenable to intervention.
Statistical and biological interaction

The meaning of the term “interaction” can be a cause of confusion. Because of this ambiguity, statisticians commonly preface their discussion of interaction with a disclaimer that statistical interaction should not be confused with biological or causal interaction. Cox noted that “The notion of interaction and indeed the very word itself are widely used in scientific discussion. This is largely due to the relation between interaction and causal connexion. Interaction in the statistical sense has, however, a more specialized meaning related, although often in only a rather vague way, to the more general notion.”

In statistical terms, gene-environment interaction is present when the effect of genotype on disease risk depends on the level of exposure to an environmental factor, or vice versa. This definition depends on how effects on risk are measured. The most usual measure of effect in epidemiology is the ratio of disease incidence between exposed and unexposed individuals, which, in correctly designed case-control studies, can be measured by an odds ratio. With this definition, no interaction corresponds with a multiplicative model for the joint effects of two or more risk factors, in which the risk ratio between individuals exposed and unexposed to risk factor A does not vary over strata defined by exposure to another risk factor B. Statistical interaction is defined as lack of fit to this multiplicative model.

If we were to define the measure of effect as a rate difference, interaction would be defined as lack of fit to an additive model for the joint effects of the two risk factors. For example, in women, the risk of venous thrombosis is increased about eight-fold in those with the Arg506Gly (Leiden) mutation in the factor V gene, and four-fold in oral contraceptive users, compared with women who have neither risk factor. Table 1 shows how the joint effects would differ according to whether the model is additive or multiplicative. A multiplicative model, lack of interaction would imply a 32-fold increase of risk to women with both risk factors, compared with women with neither risk factor. With an additive model, lack of interaction would imply an 11-fold increase in risk to women with both risk factors. As it happens, the observed rate ratios approximate to a multiplicative model.

Table 1 shows how the joint effects would differ according to whether the model is additive or multiplicative. A multiplicative model, lack of interaction would imply a 32-fold increase of risk to women with both risk factors, compared with women with neither risk factor. With an additive model, lack of interaction would imply an 11-fold increase in risk to women with both risk factors. As it happens, the observed rate ratios approximate to a multiplicative model.

The general issue addressed by the idea of statistical interaction is the quantitative description of joint effects. Simple working models are usually chosen on empirical grounds, and the adequacy of these models is assessed by tests for interaction. When testing for the average effect of a risk factor (main effect), the null hypothesis of no difference between risk in exposed and unexposed individuals has clear biological interpretation. When testing for interaction, the null hypothesis is that the joint action of two factors on incidence is described by a mathematical model. If this null hypothesis has no obvious biological interpretation, testing for statistical interaction might not contribute to biological understanding.

### Table 1: Examples of multiplicative and additive models for effects of genotype and oral contraceptive use on risk of venous thrombosis (hypothetical data)

<table>
<thead>
<tr>
<th>Oral contraceptive use</th>
<th>Leiden mutation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Multiplicative model</td>
</tr>
<tr>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Yes</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>4</td>
</tr>
</tbody>
</table>

Data show risk per 10 000 woman-years.
testing only this subgroup for the effect of the environmental factor. In practice, such an extreme situation is unlikely to be frequently encountered in the study of complex diseases, and entails a level of knowledge of underlying biology which would probably render epidemiological studies redundant. In less extreme situations, and where previous knowledge is more limited, a combined test would need to be done for the main effect of environmental exposure and its interaction with genotype. Since such tests have multiple degrees of freedom, the gain in power is much reduced; indeed, power might even be lost.

**Usefulness of cohort studies in the study of statistical interactions**

We have argued that study of statistical interactions between genetic and environmental factors in epidemiological studies is, perhaps, not as interesting as it might seem at first sight. Nevertheless, the quantification of joint effects remains a legitimate aim of such studies. Detection of departure from the widely used model of multiplicative effects provides some interesting lessons. In particular, we can re-examine the presumption that cohort studies are better than case-control studies for this purpose.

To develop the argument, imagine that we can do a perfect case-control study of an environmental factor, and that we can further classify individuals as genetically susceptible or not. The hypothetical results of such a study are shown in table 2, in which the letters a to h represent cell frequencies. From each $2 \times 2$ table we can calculate the ratio of the odds of disease in exposed individuals to the odds of disease in unexposed individuals. Thus, the rate ratio for exposure to the environmental factor is estimated by the odds ratio $ad/bc$ in the genetically susceptible group, and by the odds ratio $eh/fg$ in the other group. Interaction, with respect to the multiplicative model, contrasts these two rate ratios, and is measured by their ratio, $adfg/bceh$. As noted earlier, if environmental exposure is subject to different measurement errors in cases and controls, then the odds ratios $ad/bc$ and $eh/fg$—estimating the effect of the environmental factor—will be distorted. We could postulate that the ratio would likewise be distorted, so that any conclusion about gene-environment interaction would be unsafe.

Consider the same data, rearranged as in table 3. We may now calculate the odds ratio $ag/cf$ to measure association between genotype and environmental exposure in controls, and the odds ratio $ad/bc$ to measure association between genotype and environmental exposure in controls. The interaction parameter in the table is the ratio $adfg/bceh$ of these two odds ratios—exactly the same as before. This rearrangement casts a new slant on the problem of estimation of statistical interaction. If genotype and environmental exposure are assumed to be independent in the population, and the disease is rare, such that disease-free controls are assumed to be representative of the population, then we can expect the second odds ratio $bh/df$ to be 1. Interaction is then estimated simply from the association between genotype and environmental exposure in cases, measured by the odds ratio $ag/cf$. This procedure is the basis of the “case-only” design, which has been proposed to study gene-environment interaction, defined as deviation from a multiplicative model for the joint effects of genotype and environmental exposure. The assumption that genotype and environmental exposure are independent in the population under study can easily be tested in a control group.

Although the usefulness of the case-only design remains to be established, the argument on which the design is based has other lessons. In particular, it clarifies the effect of errors in measurement of environmental exposure. Since the interaction effect can be estimated from cases only, different measurement error between cases and controls is not a serious problem. Although there would be a problem if errors in measurement of environmental exposure differed with genotype, generally this problem is unlikely to occur, except in behavioural genetics in which genotype might influence how people report their exposure. Measurement errors that are independent of genotype will simply bring the odds ratios in table 2 closer to 1. However, with the assumption that genotype and environment are independent in the population, the second odds ratio is 1 already, and it follows that the only effect of measurement error is to bring the interaction parameter closer to 1—ie, towards the hypothesis of multiplicative action of gene and environment. Even if measurement error is greater in a case-control design (in which environmental exposure is usually measured retrospectively) than in a cohort design (in which measurements can be made at the time of exposure), the case-control study will generally have greater statistical power to detect gene-environment interaction because a much larger number of cases can be studied for a given outlay of resources.

Even when quantification of the joint effects of gene and environment is important, if errors in measurement of either factor have been made, the form of the relation will be distorted, being biased towards a model of multiplicative action. If interaction is defined as lack of fit to a multiplicative model, a test for interaction will be conservative, such that if the null hypothesis is correct, the test will not yield significant results more often than those expected by chance. With any other definition of interaction, tests for interaction will not necessarily be conservative in the presence of measurement error. This reason might explain why multiplicative models are usually an adequate fit to the observed data in practice. In any case, it casts further doubt on the scientific interest of the study of statistical interactions.

**Using genetic associations to test hypotheses about causal pathways**

Optimism about prospects for epidemiology in the post-genome era contrasts with a pessimistic and widely quoted view that modern epidemiology “faces its limits”. Most epidemiological research now focuses on attempts to
estimate modest risk ratios associated with environmental or behavioural exposures that cannot be measured accurately. In this situation, standard techniques for control of bias and confounding become distrustworthy because the effects under study are small in relation to the unavoidable biases of epidemiological studies. Thus, observational epidemiology is increasingly unable to resolve questions of major public health importance, such as the relation of diet to cancer risk.

One of the most important contributions of genetic epidemiology could be the ability to overcome limitations of classic epidemiological techniques, through “Mendelian randomisation”. In a correctly designed genetic association study, the laws of Mendelian genetics ensure that comparison of groups of individuals defined by genotype is equivalent to a randomised comparison, since these groups will not differ systematically, except with respect to allelic associations (linkage disequilibrium) that extend over a short genomic region from the locus under study. Mendelian randomisation is most easily appreciated in study designs that test for dependence of outcome (in offspring) on alleles transmitted from parents who are heterozygous at the locus under study, as in the transmission-disequilibrium test. This test is equivalent to a randomised trial, such that each of the two alleles in a parent has an equal chance of being transmitted to the offspring.

This argument can be extended to ordinary case-control designs, in which parents are not genotyped: controlling for population substructure (stratification of the population into subpopulations that have different allele frequencies) in such studies is sufficient to eliminate confounding by alleles at unlinked loci or environmental factors. Unknown population substructure can be estimated and controlled with genotype data from a panel of markers unlinked to the locus under study. By contrast with epidemiological studies of behavioural risk factors, for which bias and residual confounding are difficult to exclude, an association between genotype and outcome in a correctly designed study cannot be attributable to bias or residual confounding (except by alleles at nearby loci). The main problem is to exclude chance as an explanation, which can be achieved simply with a larger sample size. With stringent thresholds for declaration of significance and control for population substructure, even a modest risk ratio in a genetic association study is compelling evidence for a causal relation.

One application of this approach is to study the effect of genetic polymorphisms that affect the pathway of interest. For example, concentrations of fibrinogen in plasma have consistently been found to predict coronary disease, but for the (C677T) variant of the methylene tetrahydrofolate reductase (MTHFR) gene is associated with reduced folate-dependent enzyme activity that can be partly reversed by dietary folate supplementation. A case-control study of the relation between the TT genotype and risk of neural tube defect can be interpreted as equivalent to a randomised trial of the effect on disease risk of alteration of the availability of folate.

These examples demonstrate one use of genetic association studies. To test whether a risk factor has a causal relation to disease risk, we can look for polymorphisms that affect the risk factor or the metabolic pathway on which the action of the risk factor depends, then examine the effects of these polymorphisms on disease risk in a large case-control study. The ability of Mendelian randomisation to eliminate bias and residual confounding allows us to examine the effects associated with genetic polymorphisms, even when these effects are small. Of special interest are polymorphisms that alter the metabolism of a dietary substrate or the activity of an enzyme or receptor that is a potential drug target. Study of polymorphisms that disturb pathways that are not readily amenable to intervention (such as HLA antigens) is less interesting, even when these polymorphisms are associated with large risk ratios.

More generally, discovery of new genetic associations could tell us which exposures to look for in the environment. For instance, some studies suggest that polymorphisms in the N-acetylimidazole acetyltransferase gene, that affect the activity of the N-acetyltransferase pathway, could influence the risk of colon cancer. This association, if confirmed, provides a basis for investigation of dietary constituents that are substrates for the acetyltransfer pathway, such as the heterocyclic amines in cooked meat. In this example, as with the MTHFR gene, there is a possible biological interaction between genotype and dietary intake, but testing for statistical interactions between genotype and dietary intake would not contribute much to our understanding of these biological interactions or to our ability to exploit them in disease prevention.

A crucial requirement of this approach is that the study design should have adequate statistical power to confirm or exclude modest risk ratios, because polymorphisms that have large effects on risk factors are rarely available. For example, when studying the effect of polymorphisms in the β-fibrinogen gene, the effect of the allele that increases plasma fibrinogen concentrations is small. Of special interest are polymorphisms that alter the metabolic pathway on which the action of the risk factor depends, and stringent criteria for statistical significance should be adopted when large numbers of loci are tested, necessitates studies more powerful than any hitherto considered. Since cohort studies sufficiently large for this purpose are unlikely to be practicable, except for a few common diseases, proposals for very large cohort studies of genetic associations should be critically examined against alternatives. The prospects for epidemiology in the post-genome era depend on understanding how to use genetic associations to test hypotheses about causal pathways, rather than on modelling the joint effects of genotype and environment.
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